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Abstract

This paper deals with worst case bounds on the NP-complete 3-SAT prob-
lem. Using an elegant simple random walk algorithm U. Schoning showed
in 1999 that a satisfying assignment for a satisfiable 3-SAT formula can be
found in O ((4/3 + €)") expected running time. In 2002 T. Hofmeister, U.
Schoning, R. Schuler and O. Watanabe lowered this bound to O (1.3302")
by using improved assignments for Schoning’s 4/3-algorithm, based on the
observation that a clause abc has only 7 satisfying assignments. The running
time decreases with the number of a maximum set I of independent clauses
that can be found. On the other hand, if this I is small, it is better to set all
clauses to one of the 7 satisfying assignments, to simplify the formula, and
to solve this formula, which is, as a consequence of the maximum property
of I, a formula in 2-CNF and thus efficiently solvable.

We use pairs of clauses that share one or two variables in order to further
improve the initial assignments. The randomized algorithm stated here has
expected running time 0(1.32971").
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Chapter 1

Introduction

A boolean formula F' on n variables can be described as a mapping {0, 1}" —
{0, 1}, which maps the enumerated variables to values, where 0 means false
and 11is true. F issaid to be in k-CNF if F'is a conjunction of a set of clauses,
where each clause contains a disjunction of k literals, and where a literal is a
variable or its negation. We call a clause C' a k-clause if it contains exactly
k unique variables. W.l.o.g. we assume that each clause consists of exactly
k unique variables and that no clause appears twice in the formula. Thus a
3-CNF formula on n variables contains O(n?) clauses. Hence, it is sufficient
to write bounds in terms of n. The problem of deciding whether a k-CNF
formula F' has a satisfying assignment is well known as the k-SAT problem,
which is NP-complete. Hence, if NP # P holds (which is widely assumed),
there is no hope to find a polynomial time algorithm for the k-SAT problem.
This paper deals with the 3-SAT problem, so we will use “formula” to stand
for a formula in 3-CNF.

Let S be a set and L C S. A decision algorithm for L decides the
question of membership of w in L for any element w € S. Let A be a
randomized algorithm for L, which, if w ¢ L holds, always returns false,
and, if w € L is true, returns a proof for w € L with probability at least p(w).
Then A is called a randomized one-sided erroneous algorithm with success
probability at least p(w). If one independently repeats A until it returns a
proof or N unsuccessful repetitions occurred, one obtains a new randomized
one-sided erroneous algorithm with a success probability which is at least
1 — (1 —p(w))". On the other hand, if w € L holds, we may independently
repeat A until it finds a proof for w € L. This new randomized algorithm
has expected running time at most 1/p(w) if indeed w € L holds, but would
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run forever if w € L were wrong.

We will present a new randomized algorithm for 3-SAT, which lowers the
currently known best bound on the expected running time, O (1.3302") (cf.
[3]), to find a satisfying assignment for a satisfiable formula F'.

A naive approach is to enumerate all possible assignments and to check for
each one whether it satisfies F'. This algorithm has complexity O (poly(n) - 2™).
In this paper poly(n) is used to denote a polynomial in n with poly(n) > 1.
We will not consider polynomial factors in complexity calculations because
we always expect an exponential expression which outweighs all polynomials
for large problems. The best deterministic algorithm, known up to date, has
a complexity O (1.490") and was given in [I]. In 1999 in [2] Schéning estab-
lished the following beautiful randomized algorithm with expected running
time O (poly(n) - (4/3)").

Algorithm RW Solve(formula F')
1. Repeat:
(a) Let a be an assignment uniformly drawn at random from {0, 1}".
(b) Call a := RW|(F,a).
(¢) If a # null then return a.

Algorithm RW (formula F, assignment a)

1. Repeat for 3n steps:

(a) If F(a) =1 then return a.
(b) Select an arbitrary clause C' € F' that is not satisfied by a.

(c) Flip one literal in C' uniformly at random in the assignment a.
2. Return null.

To bound the running time of [RW] Schoning proved the following the-
orem, which bounds the success probability of algorithm [RW] in terms of
the hamming distance d(a,a*) of the initial assignment a to some satisfying
assignment a*.

Theorem 1. Let F' be a satisfiable formula and a* be a satisfying assignment
for F. For each initial assignment a the probability that algorithm |RW|a)
finds a* is at least (1/2)“>%") /poly(n).
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Schoning used this to show that, if we draw some assignment uniformly
at random and call algorithm [RW] with this assignment, we find a satisfy-
ing assignment with probability at least (3/4)"/poly(n), which immediately
yields the O (poly(n) - (4/3)") expected running time bound. The following
algorithm is a generalization of this idea, which enables us to use assignments
with different probabilities.

Algorithm Solve(formula F, assignment probability distribution p,)

1. Draw some assignment a with probability p,.
2. Call[RW|(F,a).
Immediately from Theorem (1| we have the following corollary.

Corollary 1. Let F' be a satisfiable formula and a* be a satisfying assignment
for F. Let p, be a probability distribution that maps each assignment a to

some probability. The probability that algorithm (F, Pa) finds a* is at
least E[(1/2)%@)] /poly(n), where the expectation is computed w.r.t. p,.

In the next section we will see that much information can be extracted
from the structure of the formula F' to get better initial assignments than by
drawing one uniformly at random.
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New Upper Bound for 3-SAT

2.1 Joint 3-Clause Pairs

We say that two clauses C and C form a joint 3-clause pair if they share one
or two variables. For example abc and ade form a joint 3-clause pair. We call
this an n-joint 3-clause pair since they share one variable with different signs.
Observe that there are only 24 possible assignments to X = {a,b,¢,d, e}
which satisfy both clauses. Let 1/ur denote the number of possible assign-
ments for a T-joint 3-clause pair where T is one of the possible five types
n, p, nn, np and pp. Fix some arbitrary satisfiable formula F' and let a* be
a satisfying assignment for F. Then exactly one of the 1/ur assignments
to X agrees with a% since a* also has to satisfy both clauses. If we choose
one assignment uniformly at random from the possible ones, we encounter
a’; with probability pp. We will refer to this selection as the By randomized
setting scheme for X. Clause pairs that share three variables are called akin
clauses, but observe that they do not satisfy our definition of joint 3-clause
pairs.

From Corollary [I| we know that we may get a higher success probability
for algorithm if we improve the probability distribution p, to bias on
assignments that are near to a*. Also, if we partition the variables of F' in
disjoint sets X to X and compute for each set X; the individual expectation
E[(1/2)%*:9%)] then the full E[(1/2)%®9")] expectation is simply computed
by multiplying the expectations of all sets X; as long as all random processes
are mutually independent between the X;. For €} and Cy; we can compute
an assignment probability distribution for X = {a,b,c,d, e} that yields an
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expectation of at least 27/110 > 0.24545 (using uniform random assign-
ments we would get only (3/4)° > 0.2373). This is achieved by maximizing
E[(1/2)%ex:a%)] w.r.t. all possible assignment distributions for the respective
partition X. Generally, this can be done for each type T" and with Ay we
denote the maximum expectation E[(1/2)%x9%)] for type T. The process
of selecting an assignment for X using the mentioned assignment probability
distribution is called the Rr randomized initialization scheme for X.

The following table shows possible cases and their A and p values. See
Appendix [A] for computation details.

Type | Example | A I
n abc Nade | 27/110 | 1/24
P abc A ade | 81/331 | 1/25

nn | abcAabd | 15/46 | 1/12
np abc Nabd | 27/82 | 1/12
pp abc N\ abd | 27/83 | 1/13
3 abc 3/7 1/7
s 3/4 | 1)2

Type 3 shows the values for a single 3-clause and type s for a single
variable.

2.2 Improved Algorithm for 3-SAT

The following one-sided erroneous algorithm tries to find a satisfying assign-
ment for a satisfiable formula F. It is very similar to the one given in [3],
which uses single 3-clauses and which has a success probability of at least
1.33027". Each step is prefixed with the formula used in context, i.e. the
operations in question are performed with respect to that formula. The fol-
lowing algorithm uses sets M. and we (later on) use m_ to abbreviate |M |.

Algorithm JointSolve(formula F')
1. F: Copy to G.

2. G: While there exists a 3-clause pair (C}, Cy) do, whilst 7" is the type
Of (Cl, CQ)Z

(a) Add (C1, Cs) to the respective set M.
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(b) Fix the variables of (C},C5) using the Br randomized setting
scheme and simplify.

3. G: For each 3-clause C do the following:
(a) Add C to Mj3

(b) Fix one arbitrary variable of C' using the B, randomized setting
scheme and simplify.

4. G: Solve using any 2-SAT polynomial time solver. If it was successful,
then output the assignment of G extended to a satisfying assignment
of F' (using the fixed variables) and halt with positive result.

5. F: Initialize for each type T € {n,p,nn,np, pp} all clause pairs in My
using the Ry randomized initialization scheme, all clauses in M3 using
the R3 randomized initialization scheme, and all other variables using
the R, randomized initialization scheme. Run algorithm [RW] with this
assignment. If it was successful, then output the assignment and halt
with positive result.

The following proposition bounds the success probabilities of the two
strategies used in the algorithm above.

Proposition 1. Step [/ is successful with probability py at least

T g (2.1)

Te{n,p,nn,np,pp}
and step @ is successful with probability at least ps/poly(n) where py is

H )\;CLT . )\787,75(777,”+mp)*4(mnn+mnp+mpp)73m3' (22)

Te{n,p,nn,np,pp,3}

Proof. Bound is achieved as follows. For each clause in My we decide
to use the right assignment with probability at least py. For each clause in
M; we set one variable to the right value with probability at least ps. The
final formula contains no 3-clause anymore and thus is solvable in polynomial
time.

Bound is a little more difficult. Fix Mp := UTe{mp,nn’nnpp} Mr. We
have to show that all clause pairs in Mp and single clauses in M3 are mutually
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independent. In the first stage the algorithm eliminates all 3-clause pairs,
so after that stage there is no 3-clause pair left. Furthermore, there are not
any akin clauses in M3. Hence, all clauses in M3 are mutually independent
and mutually independent to all 3-clause pairs in Mp. Assume that there
are two dependent 3-clause pairs A, B € Mp, A # B. W.l.o.g. A was added
before B, but then all variables of A had been fixed before B was processed,
but that means that B cannot consist of two 3-clauses anymore. O]

Finally, we claim the following proposition, which is the main result of
this paper.

Proposition 2. Let F' be a satisfiable formula on n variables. The algorithm,

which is obtained by repeating|JointSolve( F') until it encounters a satisfying

assignment, has expected running time at most O(1.32971").

Proof. We will calculate p := max{pi,p2}, then p/poly(n) is a lower bound
for the success probability of algorithm [JointSolvel So, the claimed expected
running time is at most O (1/p - (1 + €)™) for some arbitrary small € > 0. At

first, we take the logarithm and simplify both bounds to obtain
lpy > fo() =T -7 —
Inp, > f_(m) = "¢~ -m with
77—71) = (mnv My, Mpg, Mpp, Mpp, m3>T 5
. 512 1024 . 640 . 128 256 . 64\
cm={lIn—In—,In—,In—,In—,In— | ,
495 993 621" 123" 249" 63

T :=—(In24,1In25,1n12,1n12,In13,In2)" , and
k:=In--n.

We compute the intersection plane where f,(7i) = f_(mi) holds. The hes-
sian normal form of this plane is (¢ — ¢~ )m = k. Obviously f,(m) is
increasing above and f_(mi) is increasing below this plane. Thus the min-
imum of f(m) := f.(m) = f_(m) on the plane is the global minimum of
Inp. Finally, we have the following linear program.
Minimize f(71)
w.r.t. m € Ri,
ueR,,
(¢t —7¢ 7 )m =k, (2.3)

and m - (5,5,4,4,4,3)" +u=n.
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The last constraint states that the number of covered variables cannot exceed
n. w is introduced as slack variable to obtain an equation instead of an
inequality. From the theory of linear programming (cf. [4]) we know that
the minimum will be attained on some intersection of the border planes of the
solution space. We set all m_except m, to 0 and solve f, (m) = f_(m) w.r.t.
m, to obtain m, = n - 1n(4/3)/1n(25600/993) and v = n — 5m,,. Observe
that this is a feasible basic solution to the linear program, i.e. one that
satisfies all constraints. We will rewrite the objective function f(mi) using
the null (non-basic) variables (by solving constraint for m,,) and verify
that all coefficients of non-basic variables are positive. From the theory of
the Simplex Method we know that 7 is a minimal solution if all non-basic
variables in this rewritten form have positive coefficients. Solving constraint

for m, yields

k— ZTG{n,nn,np,pp,S} (C; - C’;) mr
mp =

+ =
Cp Cp

where ¢+ and ¢~ are indexed in a similar way to m. For the coefficients
of f(mi) in the rewritten form as stated above we obtain

— T
d = (dn,dnn7dnp;dpp>d3) )
f(m) = Z drmp, and thus

Te{n,nn,np,pp,3}

+ —

. _ch—c
dr = ¢ — ¢, =L,
Pet —eo

P P

—
We calculate d and round its values off to obtain

0.0033
0.0063
ﬁ
d > 0.0159
0.0031
0.0090

and see that all coefficients are positive.
We conclude that

P 2 e—n-Q In(5)In(4/3)/ In(25600/993) Z 1329709665_n

holds. Therefore, the claim follows. m
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2.3 Outlook

We saw that information about the structure of a formula F' can be converted
to better probability spaces for Schoning’s algorithm and for the 2-SAT re-
duction strategy. One may generalize this idea and use more complex local
patterns than pairs to cover the dependency graph. A local pattern P is a
tuple (Fp,np, Bp, up, Rp, A\p) where Fp is a formula on np variables, where
Bp is a randomized setting scheme for Fp with a success probability of at
least pp, and where Rp is a randomized initialization scheme for Fp which
has some assignment probability distribution p, that achieves for all satisfy-
ing assignments a* of Fip an expectation E[(1/2)%®9)] of at least Ap (where
the expectation is computed w.r.t. p,).

We also saw that exactly one local pattern determines the computed
expectation, the worst case happens if all extracted independent subsets are
instances of this (bad) local pattern, i.e. the expected running time decreases
with the number of instances of better local patterns. An inspection of the
proof of Proposition [2] shows that we can define an outcome for some local
pattern P as

op = IMPTP with
B In(3/4)
T Indp —In(3/4)np —Inpp

rp

Applying a local pattern P to a formula F' in 3-CNF means to collect
all independent instances of P into some set Mp, to apply the Bp setting
scheme to all members of Mp, and to simplify F.

Fix some formula F and let ¥ be a finite sequence of local patterns.
We call U sufficient for F if F' is reduced to a 2-CNF after applying all
local patterns in W. Observe that the order of ¥ is important (cf. algo-

rithm [JointSolve|). Perhaps the following conjecture can be proven using a
generalized version of the proof of Proposition [2]

Conjecture 1. Let W(F') be a function that computes a sufficient finite se-
quence of local patterns for a formula F' in polynomial time and let F' be a
satisfiable formula on n variables. Then for some arbitrary small € > 0 a
satisfying assignment for F' can be found in expected running time at most

o((+omagor)’).
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If this conjecture holds, one will be able to devise new similar algorithms
using better sufficient local pattern sequences.

Intuitively, complex patterns, which introduce more dependencies be-
tween the variables involved, will yield in better outcomes. Alas, they will
also result in more complex analysis of their A and p values. It is an inter-
esting research question if there is a general (nontrivial) lower bound on the
outcome of any possible local pattern, which would show the limits of our
approach.



Appendix A

Expectation Computation

The simplest way to compute a good distribution for some type is to build
an expectation function for each target assignment and to maximize them.
Since all functions are linear w.r.t. to the source assignment probabilities
this is done by calculating the equation point for all functions. We give a
simple C program that outputs all functions and a command, so one may
copy and paste this to Maple® and let Maple® find the best distribution.
The type of the target assignment is specified by the isSatisfied func-
tion that has to verify the binary encoding of an assignment and return
whether it would satisfy this type. For type 3 this is done by the following.

int isSatisfied(
int assignment )

{
return
((assignment>>0) & 1) ||
((assignment>>1) & 1) ||
((assignment>>2) & 1);
}

The following is an auxiliary function that converts the binary encoding
of an assignment to a string.

void assignmentToString( int assignment,
int length,
charx buffer )

{

11
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while( length-- > 0 )

{
*(buffer++)= assignment & 1 ? ’1’ : ’0’;
assignment= assignment >> 1;

+

xbuffer= 0;

}

The following is a function that computes the hamming distance between
two assignments.

int hammingDistance(
int assignmentl,
int assignment?2 )

{
int dist= 0;
while( assignmentl || assignment2 )
{
if( (assignmentl & 1) != (assignment2 & 1) )
dist++;
assignmentl= assignmentl >> 1;
assignment2= assignment2 >> 1;
+
return dist;
}

The next function is the main function that outputs all functions and
commands to feed into Maple. The constant length has to be set to the
number of variables in the assignments.

int main()
{
const length= 3;

char buffer[16];

for( int target= 0;
target < ( 1 << length );
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target++ )
{
if ( isSatisfied( target ) )
{
assignmentToString( target, length, buffer );
printf( "f_%s := ", buffer );
int first= 1;
for( int source= 0;
source < ( 1 << length );
source++ )
{
if( isSatisfied( source ) )
{
if( first ) first= O;
else printf( " +\n" );

assignmentToString( source, length, buffer );
printf( "1/%d*p_%s",
1 << hammingDistance( source, target ),
buffer );
+
by
printf( ";\n" );
b
b

printf( "p =" );
int first= 1;
for( int source= 0;
source < ( 1 << length );
source++ )
{
if( isSatisfied( source ) )
{
if( first )
first= 0;
else
printf( " +\n" );
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assignmentToString( source, length, buffer );
printf( "p_%s", buffer );
b
+
printf( ";\n" );

printf( "solve( { p=1" );
int targetO;
first= 1;
for( target= 0;
target < ( 1 << length );
target++ )

{
if( isSatisfied( target ) )
{
if( first )
{
targetO= target;
first= 0;
}
else
{
printf( ", " );
assignmentToString( targetO, length, buffer );
printf( "f_%s", buffer );
assignmentToString( target, length, buffer );
printf( "=f_%s", buffer );
+
}
}
printf( "} );\n" );

}

n-Joint 3-Clause Pairs

14

W.l.o.g. this type is covered by the clause pair abc A cde. Satisfying assign-

ments of this case are verified by
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( (@>00 & Il (@>D&D) |l ((@a>»>2) &1)) &&
(1@a>»>2)&) Il (@a>»>3)&) |l ((@a>4) &1)).

Use the probabilities pooi01 = 4/55, poio11 = 3/55, proorr = 3/55, piooio =
2/55, pi1110 = 3/55, priior = 3/55, prionn = 3/110, pori1n = 1/55, prioco =
2/55, porooo = 4/55, Prooor = 2/55, pooi11 = 2/55, poroor = 2/55, pio11 =
1/55, pioiio = 2/55, por1o = 2/55, poioio = 2/55, prosoo = 4/55, piiinn =
3/1107 Poiio1 = 2/55, Pio1io1 = 2/557 P11010 = 1/55> Pooiio = 4/557 P11o01 =
1/55, and all other p. = 0 to maximize the expectation to A, = 27/110.

Obviously is u, = 1/24.

p-Joint 3-Clause Pairs

W .l.o.g. this type is covered by the clause pair abc A cde. Satisfying assign-
ments of this case are verified by

((@>»>0) & Il (@>1D&) Il (@>»2)&1)) &
((@>»>2)&1) |l (@>»>3)&1) Il (@a>4) &1)).

Use the probabilities pp1110 = 4/331, porion = 4/331, proior = 4/331,
P10 = 10/331, proroo = 16/331, pori1r = 10/331, priior = 10/331, pr1ainn =
13/331, Pi1o111 = 10/331, Po1o11 = 12/331, Pi11100 = 16/331, P1oo10 = 24/331,
Poto10 = 24/331, pooio1 = 16/331, poo111 = 16/331, poo1oo = 16/331, poo110 =
16/331, pio110 = 4/331, prio1o = 12/331, proonn = 12/331, prioor = 12/331,
Po11oo = 16/331, Pi1o11 = 6/3317 P1ooo1r = 24/331> Po1oo1 = 24/331, and all
other p. = 0 to maximize the expectation to A, = 81/331. Obviously is

pp = 1/25.

nn-Joint 3-Clause Pairs

W.lo.g. this type is covered by the clause pair abc A bed. Satisfying assign-
ments of this case are verified by

(@>»>2) &1)) &&
(a>3) & 1)).

( (a>0) &1
(1(a>»>1) &1

(a>1) &1

) | ) |
) ] '((a>> 2) & 1) ||

Use the probabilities Po111 = 5/69, P1oo1 = 5/46, Po1oo = 8/69, Po1o1 =
2/23, pooio = 8/69, prioo = 2/23, poor1 = 2/23, p1111 = 5/46, prooo = 5/69,
Pro11 = 2/69, pro1o = 2/23, prio1 = 2/69, and all other p. = 0 to maximize

the expectation to A, = 15/46. Obviously is p,, = 1/12.
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np-Joint 3-Clause Pairs

W.lo.g. this type is covered by the clause pair abc A bed. Satisfying assign-
ments of this case are verified by

( (a>»>0) &1
('(a>1) &1

(a>»> 1) &1
(a>>2) &1

((a>>2) &

)
) ((a>> 3) &

| ) |
| ) |

Use the probabilities P1111 = 5/82 Poo11 = 4/41 P1oo1 = 3/41 Pi1110 = 4/41
Pooto = 4/41 poro1 = 6/41 p1ooo = 6/41 pro1o = 1/41 pro11 = 5/82 po110 = 4/41
prio1 = 3/41 po111 = 1/41, and all other p, = 0 to maximize the expectation

to Anp = 27/82. Obviously is ji,, = 1/12.

pp-Joint 3-Clause Pairs

W.l.o.g. this type is covered by the clause pair abc A bed. Satistying assign-
ments of this case are verified by

( ((a>0) &1
((a>1) &1

((a> 1) &1
((a>2) &1

(@>2) &1)) &

) 1
) 1 (@>3) &1)).

N S

|
|

Use the probabilities P1o11 = 2/83, Pooio = 8/83, Poioo — 8/83, Po1o1 =
8/83, pio1o = 8/83, pr1oo = 8/83, proor = 12/83, por11 = 4/83, por1o = 4/83,

poorr = 8/83, prior = 2/83, priio = 4/83, puinn = 7/83, and all other p. = 0
to maximize the expectation to \,, = 27/83. Obviously is j,, = 1/13.

3-Clause

W.lo.g. this type is covered by the clause abc. Satisfying assignments of this
case are verified by

((@>»>0 & Il (@a>10D &1 |l ((@a>»>2) &1)).

Use the probabilities Poo1 = 4/21 P1oo — 4/21 P111 = 1/7 Poi1 = 2/21
P1o1 = 2/21 P110 = 2/21 Poio = 4/21, and Pooo = 0 to maximize the expecta—
tion to A3 = 3/7. Obviously is us = 1/7.

Single Variable

This case is trivial. Use py = 1/2 and p; = 1/2 to obtain A\, = 3/4. us is
1/2.
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